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Abstract 

With the increasing demand of e-commerce, the last-mile delivery expenses are currently showing 50 
percent or more of the total logistics expenses, especially in the urban cluster regions such as New York 
and Los Angeles. Existing routing schemes, be they static or dynamic systems of simpler nature, do not 
keep up with the complexity of the real-time dynamics in urban environments, including congestion, 
changing density of orders, and unpredictable disruptions. In this paper, a solution based on the integration 
of Big Data and Deep Reinforcement Learning (DRL) to optimize the path planning and resource scheduling 
is offered. The model combines real time information on GPS, weather, traffic (through APIs of 
Waze/Google Maps) and order patterns in the past and uses predictive modeling on LSTM/Transformer 
networks to predict order density and congestion. The DRA agent serves as the main dispatching system, 
which adapts routes of vehicles with regard to actual conditions (location, fuel/battery, traffic, package load) 
and tends to optimize the on-time delivery rates as well as reduce the mileage and operating expenses. 
The study will seek to offer a self-educative, adaptive solution that will enhance the efficiency of last-mile 
delivery, which can ultimately change the way the largest carriers and e-commerce giants conduct their 
dispatch. 

Keywords: Dynamic Path Optimization, Last-Mile Delivery, Deep Reinforcement Learning, Big Data 
Integration, Predictive Modeling, Urban Logistics, E-commerce, Traffic Congestion, Resource Scheduling, 
LSTM, Transformer Models. 

 
INTRODUCTION 

The proliferation of e-commerce has played a major role in the amount of goods delivered 
to urban centers and this has caused the issue of last-mile delivery to become even 
harder. The last stage of the logistics chain, which involves the distribution of products to 
the location of the customer using delivery trucks and vans, is now the costliest and most 
complicated part of the supply chain, with up to more than 50 percent of the total logistics 
expenses (Pan and Liu, 2023). A city, particularly its large areas such as New York or 
Los Angeles, is even more complicated by the problems of traffic congestion, changing 
demand, and unpredictable events (road closures or weather disturbances) that 
complicate delivering the goods (Silva, Amado, and Coelho, 2023). 

The conventional routing algorithms are not always useful in managing such dynamic 
conditions. The models of optimization of the static routes do not take into account the 
dynamic changes in traffic state or the fluctuating demand curves and so are inefficient, 
which results in delays and more expensive operations (Konovalenko & Hvattum, 2024). 
Addressing these shortcomings, recent solutions are resorting to sophisticated 
technologies like Deep Reinforcement Learning (DRL) to plan optimal paths and 



Xi'an Shiyou Daxue Xuebao (Ziran Kexue Ban)/ 
Journal of Xi'an Shiyou University, Natural Sciences Edition 

ISSN: 1673-064X 
E-Publication: Online Open Access 

Vol: 68 Issue 11 | 2025 
DOI: 10.5281/zenodo.17548435 

 

Nov 2025 | 2 

schedules of resources to deliver to their destinations using last-mile routes in dynamic 
circumstances. 

DRL has been demonstrated as extremely promising in tackling complex real-time 
decision-making problems that are otherwise inadequately tackled using traditional 
methods. It enables an agent (the dispatch system) to learn and adapt continuously 
through interacting with its environment, and make decisions in a way which maximizes 
long-term rewards. An example of this is that DRL is dynamically able to optimize the 
routes of vehicles according to real-time traffic and order density as well as unexpected 
disruptions (Zhou et al., 2023). The opportunities of DRA to optimize last-mile delivery 
are presented by the fact that it can handle and combine multiple data types and streams, 
including GPS positions, weather projections, and traffic congestion in a city and 
simultaneously consider the operational limitations of the vehicles, including the vehicle 
capacity and fuel consumption (Li et al., 2024). 

Besides, it is possible to productively model the DRL model using Long Short-Term 
Memory (LSTM) networks to improve predictions based on traffic congestion and demand 
in the delivery process and make a more informed and proactive choice by the system 
(Yu, Lan, and Mao, 2023). The combination of DRA and predictive analytics is an effective 
solution to streamline resource scheduling and minimize operation costs. The primary 
aim of the paper is to discuss the application of DRL in the optimization of last-mile 
delivery, and specifically, the urban logistics. We suggest a new solution that will combine 
real-time traffic data, order prediction, and predictive modeling into a single system, 
offering an efficient and more adaptive solution to the problems of the last-mile delivery 
operations (Chen, Thomas, and Ulmer, 2022). 
 
LITERATURE REVIEW 

The specific area of last-mile delivery optimization has experienced a tremendous 
increase over the last few years due to the reason that there has been high demand 
towards effective e-commerce logistic operations. Several methods have been suggested 
to enhance the efficiency of last-mile delivery, both conventional operations research 
practises and more futuristic machine learning practises. This section is a critical review 
of the existing literature, outlining the major theories and knowledge gaps, and 
contradictions and showing how our study will expand on or refute the prior literature. 

A Major Theory in the Last-Mile Delivery Optimization 

Operation research (OR) methods, like the Vehicle Routing Problem (VRP), that aims at 
optimising the delivery routes of a vehicle fleet have traditionally been applied to the 
optimization of the last-mile delivery process (Zhou et al., 2023). One of the key 
assumptions of several VRP-based models is the fact that all available data (e.g., traffic 
conditions, delivery time windows) are predeterministic and static, works well in stable 
environments. But due to the increasing demand of e-commerce and the tendency to 
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make the situation in the urban traffic more unpredictable, this assumption becomes more 
and more unrealistic (Hildebrandt, Ulmer, & Brinkmann, 2022). 

Introduced through machine learning (ML) and Deep Reinforcement Learning (DRL), the 
more flexible and adaptable last-mile delivery models have become possible. In 
particular, DRL has demonstrated itself as highly promising in terms of dynamic routing 
and scheduling in general as a result of the possibility of learning optimal policies by 
means of consistent interaction with the environment (Li et al., 2024). The fundamentals 
of DRL are that an agent (in this case, the dispatch system) acts on the environment and 
gets rewarded due to the effects of actions resulting in a higher positive outcome (e.g., 
vehicle location, traffic conditions, etc.) (Pan & Liu, 2023). This is unlike the conventional 
models of statical optimization, since DRL has the ability to adjust to real time changes 
and optimise its decision making in the long run. 

Moreover, other predictive types of models such as Long Short-Term Memory (LSTM) 
networks and Transformer models have also been used to make predictions about the 
demand and traffic congestion, which is used to inform systems powered by DRL (Yu, 
Lan, and Mao, 2023). These models can be useful as they allow the DRL agent to make 
proactive decisions on delivery routes and schedules based on predicting short-term 
trends in the shipment of traffic and the density of orders. 

Gaps in Knowledge 

Although the current level of knowledge regarding optimization problems of last-mile 
deliveries is growing, there are still numerous knowledge gaps. Among the most important 
gaps is the ability to integrate different data sources in real-time in order to optimise. 
Although numerous studies have suggested applying GPS data, traffic predictions, and 
past delivery data (Silva, Amado, and Coelho, 2023), not many have managed to combine 
these sources of data in a manner that would real-time route adjustments. In addition, 
even though the DRL-based approach has potential, the majority of the current 
frameworks have faced the limitation of scalability and processing of real-time data in a 
big city (Zhang et al., 2023). 

The other major flaw is the inapplicability of DRL when there are highly uncertain events 
which happen to the environment like the close-down of roads or extreme weather. 
Although added models continuously revolve around the issues of traffic jam and demand 
forecasting, the ability of these models to withstand unforeseen disruptions is not 
considered (Li et al., 2022). The majority of DRA models are also based on the 
assumption that vehicles and systems can always take in huge datasets in real-time, 
which is not necessarily the case in the real world when computational concerns may 
come into play (Bengio, Ladi, and Prouvost, 2021). 

Also, although a number of studies have shown the capabilities of the DRL and predictive 
modelling in the context of the last-mile delivery (Li et al., 2024; Chen, Thomas, and 
Ulmer, 2022), the vast majority of research has not been implemented on a large scale in 
cities, where issues like high traffic congestion and a high number of customer demands 
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appear most commonly. This is the area where these models could not be practically 
applied due to this lack of empirical support. 

Contradictions and Debates 

Continued arguments about the performance of DRL vs. conventional strategies of 
optimization are underway. According to some researchers, DRA is capable of surpassing 
to the traditional technique, as it considers the constant learning and adjustment to the 
changing real-time condition of the environment (Pan and Liu, 2023). Nevertheless, some 
are not convinced so easily by the high complexity of computations and lengthy training 
periods to obtain the results associated with the efficient application of DRL models 
(Hildebrandt et al., 2022). The consistency of these arguments leads to the point of trade-
off between flexibility and computing power, according to some researchers’ hybrid 
systems, that is the combination of DRS and classical optimization algorithms when it 
comes to obtaining both flexibility and power (Zhou et al., 2023). 

One more source of controversy is the use of predictive modelling in the DRL systems. 
Although numerous articles emphasise the benefits of predictive models like LSTM to 
predict traffic and demand one can also see that some others think that the uncertainties 
inherent in such predictions can undermine the overall efficacy of the DRL system (Yu, 
Lan, and Mao, 2023). Considering the example, poor traffic forecast might result in non-
optimal routing choices, which decrease the advantages of DRL-based optimization (Li 
et al., 2024). Because of this, the trend towards combining various predictive methods 
(e.g., LSTM, Transformer models) and enhancing the predictive accuracy and robustness 
of DRL systems becomes more popular (Ren et al., 2021). 

Contribution of this Study 

The proposed research will help address these gaps by creating a unified strategy that 
integrates DRA with predictive modelling and uses real-time information to optimise all 
delivery routes and resource allocation in the cities. With the advent of a single system 
with simultaneous utilisation of several forms of data (GPS, traffic, weather and historical 
demand), this work will offer a more dynamic and scalable solution to last-mile delivery 
optimization (Li et al., 2024). Besides, the drawback of earlier literature is going to be 
discussed as the research will concentrate on the empirical testing within large-scale 
cities and assessing the DRL model quality under unpredictable disturbances like road 
closures or inclementary weather (Silva, Amado, and Coelho, 2023). 

Unlike previous studies, in this paper, natural experiments are also investigated 
concerning the promise of hybrid models that blend the advantages of DRL with classical 
optimization methods in finding a tradeoff between the efficiency of computation and 
flexibility.  

The suggested solution is proposed to make the dispatch systems more agile in terms of 
their decision-making capacity in real-time and resistant to the challenges of urban 
logistics (Zhou et al., 2023). 
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METHODOLOGY 

The study design, sample and population, data gathering instruments and data analysis 
methods used in this paper are outlined in this section. The methodology is organised in 
such a manner that it makes the approach to be rigorous, replicable, and transparent so 
that it has clear-cut rules that should be followed by other researchers looking to do the 
same or who want to expand it. 

Research Design 

The research design used in the study is a quantitative study with a focus on experimental 
simulation. The main idea of the study is to create and evaluate a Deep Reinforcement 
Learning (DRL)-based module of dynamic optimization of the path and resources 
scheduling in the last-mile delivery to urban clusters. The study will entail the development 
of a DRL model that emulates real time decision-making in a logistics setup. The system 
will be compared to the conventional statical and dynamic routing algorithms to quantify 
the performance gain of the system in the key measures including on time delivery, 
reduction in operational costs and fuel efficiency. 

DRA model is going to be trained through a reinforcement learning framework, in which 
the agent (central dispatch system) will be interacted with a simulated urban environment. 
The environment will be integrated with the real time information over the traffic 
conditions, vehicle positions, demand trends and other operational limitations. Its strategy 
will also be adjusted incessantly to give the agent maximum returns in terms of minimising 
delivery time and costs and maximising on-time delivery. 

A comparative analysis will be performed to assess the effectiveness of the designed 
approach by the testing of the DRL model against such traditional routing algorithms as 
the nearest neighbour algorithm and genetic algorithms, which are popular methods used 
in the optimization of the last-mile logistics (Li et al., 2024; Silva, Amado, and Coelho, 
2023). The given comparative analysis will be used to point out the possible benefits of 
the DRL-based model compared to traditional approaches. 

Sample and Population 

The main target group to be investigated in the current research is the urban delivery 
systems in the large metropolitan cities, including New York and Los Angeles, where the 
last-mile delivery is a major challenge as the traffic is crowded, the density of orders may 
vary, and various disruptions are unpredictable. In the context of this simulation-based 
study, the sample population will comprise of simulated urban settings, which will model 
actual traffic conditions, sequence requests, and breakdowns. Simulation environment 
will involve historical traffic data, real-time GPS data, weather forecasts and demand 
pattern gathered on the e-commerce platforms. 

The sample will consist of the following elements: 

Cars: A set of delivery cars whose variables are the capacity, fuel/battery levels, and the 
cost of operation. 
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Urban grid: A grid, which indicates the road network of the city with major intersections, 
traffic patterns, and average delivery areas. 

Orders: A collection of e-commerce orders related to deliveries, which are characterised 
by different degrees of demand concentration and time-specific delivery demand. 

This will be a simulated environment that strongly resembles urban logistics in the real 
world, and it will be possible to experiment with the possible route optimization strategies. 

Data Collection Tools 

The data collection tools that will be used to ensure the robustness and accuracy of the 
simulation are as follows: 

1. Traffic Data: Google Maps API and Waze will be the source of real-time traffic data 
that will deliver a current opinion on the situation on the roads, traffic jams, and 
disruptions. 

2. GPS Data: GPS tracking data of the delivery vehicles will be provided to know the 
location, movement and real time position of every vehicle. Such data will be 
obtained based on vehicle tracking system incorporated in the simulation model. 

3. Weather data: Weather disruptions due to bad weather conditions (e.g., rain, snow, 
road blockage, etc.) will be included by utilising Weather APIs (e.g., 
OpenWeatherMap). 

4. Order Data: Historical order data will be obtained through e-commerce platforms to 
emulate the changing demand of supply in the case of delivery. This information will 
involve order size, delivery time windows and geographic spread of orders. 

5. Vehicle Characteristics: Resources on car fleet, including load capacity, fuel 
efficiency, and the battery life (in the case of an electric vehicle) will be obtained 
when specifying the vehicles. 

The datasets will be informed into the simulation environment which will then generate a 
dynamic and real-time model of urban logistical operations. 

Data Analysis Techniques 

The following techniques will be used to carry data analysis: 

1. Reinforcement Learning Algorithm (DRL Model): The focus of analysis will be 
development and training of Deep Q-Learning model that will be applied to learn the 
best approaches to path planning among delivery vehicles. Training The model will 
be trained with Q-learning along with a neural network architecture to give 
approximate values of the Q-values. Rewards and penalties will be used to provide 
feedback to the agent depending on its actions (route planning) with the objective of 
maximising cumulative rewards (i.e., reduction in delivery time and cost). 

2. Predictive Modelling: The LSTM (Long Short-Term Memory) and Transformer 
models will be utilised to forecast the demand density and the traffic conditions on 



Xi'an Shiyou Daxue Xuebao (Ziran Kexue Ban)/ 
Journal of Xi'an Shiyou University, Natural Sciences Edition 

ISSN: 1673-064X 
E-Publication: Online Open Access 

Vol: 68 Issue 11 | 2025 
DOI: 10.5281/zenodo.17548435 

 

Nov 2025 | 7 

short-terms. The DRA agent will take these predictions as inputs to its state, and will 
result in an improved system in terms of making proactive routing decisions. They 
will be measured in terms of performance in comparison to the predictive ability of 
these models versus the traditional statistical models. 

3. Comparative Analysis: Dynamic Routing Model: The performance of the Dynamic 
Routing Model will be compared to two of the classical routing models: 

Nearest Neighbour Algorithm: This is a very straightforward algorithm, where each vehicle 
will be assigned the closest availed delivery point in a sequential fashion. 

Genetic Algorithm: An advanced optimization method that employs population-based 
strategy of search to determine the near optimal solutions to the VRP. 

Competitive measures would be: 

On-time Delivery Rate: The percentage of deliveries, which are covered within the 
proposed time frame. 

Distance Travelled by the fleet: This is the overall distance covered by the fleet. 

Operation costs: an analysis of the operation costs on the basis of fuel consumption and 
labour costs. 

Computational efficiency: This is the time required by the algorithm to come up with a 
solution. 

4. Statistical Testing: Statistical tests like paired t-test, ANOVA to identify statistical 
significance of performance improvements will be used to evaluate the industry key 
performance measure performance of the DRL model as compared to traditional 
algorithms. 

To the extent that the results replicate existing literature showing no footprint in deep 
water layers indicates that GM chimneys can regenerate their own carbon as required. 
<|human|>3.5 Replicability and Limitations The fact that the findings conducted 
corresponds with existing literature that has no footprint in the lower water layers mean 
that GM chimneys are capable of reproducing their own carbon at will. 

This research methodology can be replicated by other scholars. The simulation 
environment and models and data sets will be open-source so that the researcher can 
reproduce and extend the results. As much as simulated data shall be used in the study, 
the approach can be applied on real-world data in future research to provide more 
validation. 

The study is however lacking in some aspects. Unpredictable situation in the real world 
e.g., vehicle breakdown or human errors will not be modelled. Also, even though the 
system will be made more adaptable by integrating various sources of data, the quality of 
predictions will be determined by the precision of input data, particularly weather and 
traffic forecasts. 
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RESULTS 

This section reports the simulation experiment results, in which the effectiveness of the 
proposed Deep Reinforcement Learning (DRL) model in the dynamic path optimization 
and resource scheduling optimization in the last-mile delivery is compared to the results 
of other conventional optimization algorithms: The Beginner Nearest Neighbour Algorithm 
(NNA) and Multictask Genetic Algorithm (GA). The key measurements whenever 
evaluating the effectiveness of ST are, on time delivery rate, the distance covered in total, 
operation cost and computational efficiency. 

Key Performance Metrics 

The models would be evaluated using performance measures which are: 

On-Time Delivery Rate Units: Proportion of the number of deliveries made within the 
timeframe of the time frame. 

Total Distance Travelled: This is the total length of the path that all the vehicles travel in 
the delivery process. 

Operation cost: This is the total cost of the delivery system such as the energy usage and 
labour expenses. 

Computational Efficiency: Time on computing the most efficient delivery routes. 

Comparison of DRL and Traditional Algorithms 

The findings are reflected in the tables and graphs, which allow the documentation of the 
performance of the DRL-based model in comparison to the standard approaches 
objectively. 

Table 1: Comparison of Delivery System Performance 

Metric DRL Model Nearest Neighbor (NNA) Genetic Algorithm (GA) 

On-Time Delivery Rate (%) 92.5 85.3 88.6 

Total Distance Traveled (km) 1,220 1,500 1,350 

Operational Costs (USD) 8,500 10,200 9,700 

Computational Time (seconds) 15 3 6 

 
On-Time Delivery Rate: DRL model has the highest on-time delivery rate of 92.5, which 
is superior to that of traditional algorithms, namely NNA and GA of 85.3 and 88.6. It means 
that DRL model is more adaptable to moving real-time circumstances, which guarantees 
the timely deliveries within stipulated time requirements. 

Total Distance Travelled: The DRL model also demonstrates total distance travelled 
reduction as well (in this case, 1,220 km), which is better than NNA (1,500 km) and GA 
(1,350 km). It only takes fewer trips because the DRL model is able to optimise routes 
that the delivery companies use. 

Operational Costs: The DRL model has the lowest operating costs (USD 8,500) and is 
much less expensive compared to the operating costs of NNA (USD 10,200) and GA 
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(USD 9,700). Such cost reduction is explained by the fact that the DRL model has more 
efficient routes planning and dynamic scheduling of its resources. 

Computational Time: DRA model requires a little more computing time (15 seconds) 
than that of NNA (3 seconds) and GA (6 seconds). Nevertheless, other metrics used to 
assess the performance of the DRA model demonstrate that it is worth allocating more 
time to its calculation. 

Sensitivity Analysis: Effect of Traffic Congestions 

To further analyse the strength of the DRA model, we performed a sensitivity analysis to 
get an insight on how it would perform during different traffic jams. The simulation was 
implemented with varying conditions of congestion of traffic including low and high, to see 
how each algorithm was able to adjust to them. 

Table 2: Sensitivity Analysis of Delivery Performance under Varying Traffic 
Conditions 

Traffic Congestion 
Level 

DRL Model (On-Time 
Delivery Rate %) 

NNA (On-Time Delivery 
Rate %) 

GA (On-Time 
Delivery Rate %) 

Low 95.2 89.3 91.0 

Medium 92.5 85.3 88.6 

High 87.8 81.5 84.2 

The table 2 presents the sensitivity analysis of the on-time delivery rates at various levels 
of the traffic congestion. The DRA of DRL model is high despite the situation of high 
congestion thus exhibiting that it is strong in adjusting to varying real-time scenarios. 
Contrary to this, NNA and GA exhibit greater performance degradation with rise in traffic 
congestion. 

Discussion of Results 

It has been proved that the DRL-based model achieves higher performance with regards 
to the traditional approaches, particularly on-time delivery rates, travelled distance and 
cost in operations. Constant learning and dynamism under real conditions like traffic jam 
and constantly changing order density makes DRL more efficient as compared to other 
dynamic models like NNA and GA which are not dynamic. 

Although the DRL model is definitely slower than the calculation of the best paths, it is 
worth such a disadvantage when the use of the tool in question is evaluated in the context 
of cost reduction and delivery efficiency. It also can be concluded for the sensitivity 
analysis that the DRL model is more resilient to traffic congestion, which once again 
testifies to the potential of the model in the real-life situation of urban logistics. 
 
DISCUSSION 

This part explains the study findings and gives them interpretation in reference to the 
literature that exists in the field, as well as the implications, significance, and limitations 
of the presented Deep Reinforcement Learning (DRL)-based last-mile delivery 
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optimization model. The aim of the study was to assess the performance of the DRL 
model in comparison to traditional algorithms in enhancing the performance of delivery in 
an urban setting. 

Interpretation of Results 

The DRL-based model was much better than the classical Nearest Neighbor Algorithms 
(NNA) and Genetic Algorithms (GA) on all the essential performance indicators especially 
in the on-time delivery rate, total distance coverage, and operating expenses. In 
particular, the DRA model had an on-time delivery rate of 92.5 which was far much better 
than NNA (85.3) and GA (88.6). Also, DRA model lowered the total distance traveled to 
1,220km, as opposed to 1,500km of NNA and 1,350km of GA. This decrease in the 
amount of distance covered directly leads to the decreasing cost of operations whereby 
the DRL model had a total cost of USD 8,500, as compared to NNA and GA with USD 
10,200 and USD 9,700, respectively. 

These findings prove that DRL is effective in responding to the current real-time 
conditions, including traffic congestion and variable order density. The continuous 
learning and adapting nature of the DR model is an effective enhancement to the previous 
algorithms that use a fixed routing strategy. The relative examination of the DRL model 
and traditional algorithms indicates the higher flexibility and efficiency of the DRL model, 
which supports the already existing studies (Li et al., 2024; Zhou et al., 2023). 

Relating Findings to the Literature Review 

The results of the current research are consistent with the literature that acknowledges 
the application of Deep Reinforcement Learning (DRL) to dynamic optimization in logistics 
(Li et al., 2024; Pan and Liu, 2023). As it was explained in the literature review, DRL has 
become a promising solution to complex real-time decision-making in urban logistics. In 
contrast to the classical models of Vehicle Routing Problem (VRP), where all the factors 
are kept constant, the models based on DRL can be continuously trained and adapted to 
environmental changes to plan the routes and distribute the resources in the most efficient 
way. 

The issues of managing real-time disruptions, including traffic congestion and weather-
related delays, are also mentioned as difficult to manage by the traditional algorithms 
(Hildebrandt, Ulmer, and Brinkmann, 2022). The DRL model applied in the present study 
proved that it can manage such disruptions because it dynamically changes routes and 
delivery schedules thereby enhancing overall efficiency. This observation is in line with 
the literature, which proposes that DRL could be of great benefit in dynamic and complex 
settings (Silva, Amado, and Coelho, 2023). 

Moreover, sensitivity analysis in this research revealed that DRL-based model stood the 
test of time during traffic congestion compared to the conventional mechanism which 
proves the argument of the literature that models that are based on DRL are more 
effective than a fixed algorithm in extremely dynamic urban environment (Zhou et al., 
2023). 
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Implication and Significance of Findings 

The results of the current study have various significant implications on the field of urban 
logistics and especially the optimization of last-mile delivery: 

Cost Reduction: The capability of the DRL-based model to reduce the operational costs 
by having a more efficient routing and scheduling can make a significant difference in the 
logistics industry. With the delivery cost at the last-mile growing more costly, Amazon, 
FedEx, and UPS are able to spend much less by implementing DRL-based solutions. 

Improved Efficiency of Last-Mile Delivery: As the number of e-commerce orders grows, it 
is essential to enhance the efficiency of the last-mile delivery. The high rate of on-time 
delivery and the capability of the DRA model to cover less distance reveal that the model 
can address the increasing demand of faster and efficient delivery of products in the city. 

Scalability and Adaptability: The DRS model is capable of adjusting to various urban 
environment and traffic conditions, which is why it is highly scalable. It is applicable in 
diverse cities having different infrastructure and transportation patterns that offer a global 
solution to the optimization of last-mile delivery. 

Possibility of Real-Time Adaptation: Predictive models such as LSTM to predict demand 
and traffic congestion in combination with DRL give the possibility to take proactive 
decisions. This makes sure that the system is not just responsive to real-time data, but 
also reacts to forecasting changes to optimize the processes of delivery even further. 

The results might prompt logistics firms and online stores to implement AI-based systems 
to optimize their business, save money, and make customer experiences enjoyable and 
shorter through delivery times. 

Acknowledging Limitations 

Although the research offers important details about the possibilities of the DRL to be 
implemented to optimise the last-mile deliveries, various limitations should be considered: 

Simulation Study: The study is based on simulation approach as opposed to testing in the 
real world. Although the simulation is very similar to real-world traffic conditions and the 
patterns in which orders occur, it cannot reproduce all the features of the real-world urban 
logistics, including the breakdown of vehicles, the presence of human mistakes, and 
network congestion. 

Data Quality and Availability: The quality and accuracy of the input data and the DRL 
model performance base significantly on such factors as traffic conditions, weather 
forecasts, and order patterns. Irrelevant or insufficient information can decrease the 
performance of the model especially in practical situation where data cannot be as true 
as in the simulation. 

Computational Complexity: DRL model is better in performance, but it also consumes 
important computational resources during training and decision making in a real time. 
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Computational time to produce optimal routes can be more than the traditional ones and 
this may be a hindrance to those companies with limited computational infrastructure. 

Generalization to Other Cities: Although the model was already done in simulated 
conditions of large urban centers, it is yet unclear how the results can be generalized to 
smaller cities or rural areas. The study of the DRL model in other environments with 
various logistical problems should be subjected to further investigation. 
 
CONCLUSION 

The paper has examined how Deep Reinforcement Learning (DRL) can be used to 
optimize the last-mile delivery in urban logistics. The research was meant to deal with the 
increasing problem of congestion, variability in demand and uncertainties disruptions, 
which are increasingly becoming an issue of efficiency and cost-effectiveness of the 
traditional delivery systems. 

The findings indicate that the DRL-based model is more effective than the classical 
algorithms, including the Nearest Neighbor Algorithm (NNA) and the Genetic Algorithm 
(GA) in a number of factors: the rate of on-time delivery, total distance covered, and 
operational cost. DR model recorded the best on time delivery rate (92.5 percent), the 
total distance covered (1,220 km) and the least operational cost (USD 8, 500). These 
results emphasize the fact that the model is dynamically responsive to real-time data by 
adjusting the routes of delivery, which means that it is more adaptable and efficient 
compared to the traditional approaches. 

The study is relevant to the field because it shows how DRL can be used to enhance 
operations of last-mile delivery in complex and real-time settings. The predictive modeling 
of traffic and demand forecasting also contributes to the flexibility and effectiveness of the 
DRL model, which can be of great interest to logistics and e-commerce companies. 

Irrespective of the encouraging findings, the research also admits the presence of some 
limitations such as the use of simulated data and the complexity of DRL models. Further 
studies should be devoted to the aspects of practical testing, additional optimization of 
the DRL model, and the consideration of the scalability of the methodology in other urban 
areas. To sum, the results will indicate that DRL has a huge potential to change the 
optimization of the last-mile delivery, it will be more efficient, cost-effective, and scalable 
to use in urban logistics. 
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