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Abstract 

It investigates the reduction of features in a breast cancer decision assistance system. The WDBC 
dataset is converted to a one-dimensional feature vector (IC). The original data with 30 features and 
one reduced feature (IC) is used to evaluate diagnostic accuracy of classifier using support vector 
machine (SVM). The suggested classification using the IC is compared to the original feature set using 
different validation (5/10-fold cross-validations) and partitioning (20%–40%) methods. Its performance 
is measured in terms of specificity, sensitivity, accuracy, F-score, You den’s index, discriminant power, 
and the receiver operating characteristic (ROC) curve with its criterion values of area under curve (AUC) 
and 95% confidence interval (CI) (CI). This reduces computing complexity while improving diagnostic 
decision assistance. 
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1. Introduction 

In women, cancers of the breast are among the most common death causes from all 
types of cancer[1]. The best way to treat cancer is to find it early and get the right 
diagnosis. However, traditional cancer diagnosis relies on doctors' experience and 
their ability to look at the body. 

It is normal for humans to make mistakes because they have so many things they 
can't do. Humans are good at noticing patterns, but they don't know how likely they 
are to happen [2]. Even with a lot of tests, it can be hard to get a precise diagnosis 
even for experts That's why a lot of researchers are looking towards automatic 
detection of breast cancer. Doctors can use computer-aided diagnostic technologies 
to increase their accuracy in making diagnosis. [3-5]. 

It turns out that the most experienced doctor can make 79.97% of correct diagnoses, 
but with the help of machine learning it is 91.1 percent correct[6]. 

It is dangerous or cancerous to have a malignant tumor. Benign tumors, on the other 
hand, can make it more likely that you'll get breast cancer. People find malignant 
tumors more alarming than benign tumors, because they are more likely to be 
cancerous than benign tumors, even though a lot of research has been done to find 
cancerous tumors early, about 20% of all women who have them die from them. 
Backpropagation artificial neural networks (ANN) were used to see how well they could 
classify breast masses as either benign or malignant [8]. Also, radial basis function 
neural networks (RBFNN) have been shown to be very accurate at detecting 
microcalcification [9, 10]. 
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Simple construction, strong performance with nonlinear functions and fast 
convergence time are some of the advantages of RBFNNs. In this way, it has been 
used a lot for things like recognizing designs and modeling the system[11,12]. 

This is not true when it comes to RBFNN. The structure of this network grows as the 
net's input dimension grows. Another thing that will hurt RBFNN's ability to generalize 
is if it has input components that aren't important. 

SVM is a good statistical method for classifying things [14]. It works by finding the best 
hyperplane to move input data into a more detailed feature space. Even if there is a 
lot of data to work with, SVM can be trained quickly [15, 16]. A wide range of 
recognition issues, including as object and face detection, have been addressed using 
it. [17–19]. 

Using second-order statistical data, principal component analysis (PCA) can lower the 
number of features in a dataset [20]. Independent component analysis (ICA) is a new 
technique in the domains of pattern recognition and signal processing.  

Statistics of high order are used to identify elements with more facts than can be 
obtained via principal component analysis. It is possible to lower the objects in 
numbers to learn by employing ICA prior to training SVM. There are ways to cut down 
on the complexity of classifiers, while speeding up their convergence and performance 
[13, 23]. 

By reducing the number of features, SVM can help us decide if a tumor is benign or 
malignant, which is the focus of the proposed research. With the use of ICA, the 
dimensions of the WDBC dataset are decreased to just one. The data that is reduced 
or lowered is split into test and training data respectively using 10-fold cross-validation 
and 20 percentage of partitioning in order to assess the accuracy of SVM. The ROC 
curve Indicators of performance, such as precision, specificity, and sensitivity are all 
included in this graph, as are F-score, Youden's index, and discriminant power. [42]. 

ICA, SVM, and performance measurements are summarized in Section 2 of this 
research. The study's methodology is described in detail in Section 3.  Results are 
discussed in sections 4 and 5 of this chapter. Section 6 concludes with a conclusion. 

2. Data sets and SVMs. 

Specifications of datasets: 2.1. The WBDC dataset has 569 occurrences, 357 of which 
are good and 212 of which are bad. Each sample has a unique identification number, 
a diagnosis either benign or malignant, and thirty different characteristics. This is how 
it works: There was a FNA done on this breast lump, and this digital picture was used 
to figure out its features. 

Each cell nucleus had 30 characteristics. These three metrics were calculated for each 
trait: average, standard error, and "worst" or "worst" (mean of the three greatest 
numbers). 

 



Xi'an ShiyouDaxueXuebao (ZiranKexue Ban)/ 
Journal of Xi'an Shiyou University, Natural Sciences Edition 

ISSN:1673-064X 
E-Publication:Online Open Access 

Vol: 65 Issue 03 | 2022 
DOI 10.17605/OSF.IO/TSC6J 

 

March 2022 | 68  

 

                   

(a)                                             (b) 

Figure 1: Fine needle analysis tissue of breast. Malignant (a) and benign (b) 
breast tumors [24]. 

 

The 10 features worth mentioning are radius, texture, perimeter, area, smoothness, 
compactness, concavity, concave points, symmetry and fractal dimension 

It is referred to as the Support Vector Machine (SVM). SVM is a sort of supervised 
learning that is used in this case. It has been used to categorize and predict data.  The 
concept was originally proposed by Boser et al. [30] and Vapnik [31]. A hyperplane 
that separates the classes is discovered using the SVM approach, which keeps the 
training error and margin low while maintaining a large margin of safety. 

In order to classify datasets that can be separated in a linear fashion, a linear SVM 
algorithm can be utilized. It is the algorithm's goal to increase the margin as much as 
is reasonably achievable. Figure 2 depicts support vectors, which are points on the 
edges that demonstrate how they assist the body in maintaining its strength. 

 

Figure 2: The separating hyperplane with support vectors. 

When data points are represented by x, a coefficient vector is represented by w, and 
an offset from the origin is represented by b, the discriminant function of the 
hyperplane is given by the equation g (x) = wTx + b (1) In linear SVM, there are two 
cases,  

Where g(x) is greater than equal to 0 for the closest point on one of the classes, and  

g(x) less than 0 for the closest point on another class. 

While maintaining the cost function as low as possible, the margin (2/||w||2) should be 
maximized to increase generalization ability while keeping the cost function as low as 
possible:  
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J(w)=1÷2|ǁwǁ2|                                                                                                                             

(2)                                                                                                                                                                      

 

With respect to a set of linear inequality constraints, this is a quadratic optimization 
problem. The Lagrange function is discovered using Karush-Kuhn-Tucker (KKT) 
conditions. 
 

 

                                                        

(3) 

Lp must be minimized to get the optimal w and b, where αi are Lagrange multipliers. 

The optimization equation is as follows: 

                                                                                                      (4)        

 

SVM can also be used to address nonlinear classification issues using the kernel 
function approach, which is another use of the technology. This function transforms 
data points into a higher-dimensional space in order to generate a hyperplane 
separating the classes. It has been revealed that a new discriminant function, as 
shown below, can be used to identify

        
 (5) 

where (X) denotes the mapping of input vectors to the output vectors. As a result, the 
following is an example of how to write the optimization equation: 
 

 (6) 

             

Table 1: Confusion Matrix. 

Actual                                                                                              Observed value 
                                                                                     Positive values            Negative values 

Positive(+)        Tpositive              Fpositive 

Negative(-)        Fpositive   Tnegative 

 

2.3 Performance Measures. 

It is possible to evaluate the performance of classifiers in a variety of methods. To 
assess the classifier's quality, a confusion matrix is used to keep track of correct and 
wrong classification results. True positive, true negative, false positive, and false 
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negative numbers are represented in the binary classification confusion matrix shown 
in Table 2, with the letters Tpositive, Tnegative, and Fpositive denoting true positives, 
true negatives, and false positives denoting false negatives, respectively. 

The accuracy for classifier is the most frequent empirical measure for assessing 
efficacy, and it is calculated by 

Accuracy =            Tpositive + Tnegative                                                                                                                          

(7) 

                          Tpositive+Tnegative+Fpositive+Fnegative 

The percentage of true positives that are correctly identified is referred to as sensitivity, 
whereas the percentage of true negatives that are correctly detected is referred to as 
specificity. This evaluated using below formula 
 

Sensitivity =         Tpositive                                                                                                   

                               Tpositive + Fnegative 

     Specificity =         Tpositive                                                                                                                   

(8) 

                               Tpositive + Fnegative 

The F-score is a metric for measuring test accuracy. Both precision and recall are taken into consideration when 

computing. 

     Precision   =         Tpositive  

                               Tpositive + Fpositive 

     Recall        =         Tpositive                                                                                                                           

(9) 

                               Tpositive + Fnegative 

F-score = (β2 + 1) × precision × recall 

                       β2 × precision + recall 

When = 1, F-Score is balanced, and is the bias. When 1 is present, it encourages 
recall; otherwise, it prefers precision. 

A classifier's discriminant power (DP) and Youden's index are two additional methods 
for evaluating the efficacy of a classifier in medical diagnosis. The capacity of a 
classifier to discriminate between positive and negative samples is evaluated using 
the DP method: 
 

                                                                                                                                  

(10) 

𝑋 =           sensitivity 

              1 – sensitivity  
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𝑌=          specificity                                                                                                                                                               

(11) 

             1 – specificity 

 

The following is a synopsis of the research findings: In the first case, "poor 
discriminant," "limited discriminant," "fair discriminant," and "other cases" are all 
followed by "good discriminant." When it comes to classifiers, Youden's index 
measures their capacity to prevent failure.[33] 
 

γ =sensitivity – ( 1 – specificity)                                                                                                           (12) 

 

The receiver operating characteristic (ROC) curve is summarized using Youden's index. The 

ROC curve analysis is used to look at how well a test or a classifier can tell the difference 

between people who are sick and people who are healthy. 

Using 5/10-fold cross-validation (CV) and 20 percent data partitioning, the researchers hope to 

determine how well classifiers that apply the criteria above perform. If you utilize 5-CV or 10-

CV, the data is divided into groups of 5 or 10 individuals, and each group is used as test data, 

with the remaining groups serving as training data. Iterative processes with 5 or 10 iterations 

are examined to determine how well the classification model can separate objects. Data 

partitioning is not as dependable or as simple as the CV method, for example. In our 

simulations, we randomly select 20 percent of the data to be tested for each simulation run. The 

rest of the data is used for training purposes[42]. 

 
3. Methodology 

In this investigation, the original 30 features of the WDBC data were used as input. 
One feature was decreased with the help of ICA to examine how well the classifier 
performed when making a choice about breast cancer. Consequently, the model 
depicted in Figure 3 is used to analyze data from the WDBC, which contains 30 
characteristics and 569 patients (patients) who were utilized to train and test the 
models. 

Prior to testing the classifier, the number of dimensions in the data is reduced using 
the ICA algorithm. The data is then separated into subsamples using a 5/10-CV and 
a 20 percent partitioning method, respectively. It was utilized in the training and testing 
of the SVM model. It was necessary to examine the findings of the classifier in order 
to determine how well it performed. Five-tenths CV and twenty-percent partitioning are 
used to test and train classifiers by dividing the data into smaller groups, respectively. 
After they've been trained, test data is utilized to determine how well the classifiers 
perform in terms of diagnosing things like sensitivity, specificity, accuracy, F-score, 
Youden's index, DP, and ROC curve, among other things. For the purpose of 
distinguishing breast cancer from other types of cancer, SVM kernels such as linear, 
quadratic, and RBF are employed to determine which form of separating hyperplane 
is the most effective[42] 
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  Figure 3 : Research model 

4. Results 
To train and test the classifiers, we employ a one-dimensional feature vector of WDBC 
data reduced by ICA. Using the 5/10 CV approach and 20% of the data as test data, 
the data's one-dimensionality was determined. The sensitivity value is also used to 
assess the accuracy of breast cancer classification, as malignant mass classification 
is more accurate than benign mass classification. 

To compute SVM accuracy assessments for linear, polynomial, and RBF kernel 
functions, kernel function characteristics such as RBF sigma value and polynomial 
degree were employed. 

4.1 Visualizing the data and results 

 

Figure 4 : Data distribution of features/visualization of dataset 

k-fold cross  

validation  

(k = 5,10)       or 
data split 

(20 percent test)  

SVM 
Performance measure 
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Figure 5 : Comparison of target class after encoding 

 

Figure 6 : Classification using mean area and mean smoothness 

 

 

Figure 7 : Correlation using mean area and mean smoothness 
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 Figure 8 : Confusion matrix   

 

4.2 Improving the model 

 

Figure 9 : Improved Classification using mean area and mean smoothness 

 

Figure 10 : Confusion matrix 
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Figure 10 : Improved Confusion matrix 

 

 

Figure 11 : Improved Confusion matrix 

5. Conclusions 

This work studies the impact of dimensionality reduction on SVM-based breast cancer 
decision support systems using SVMs to classify patients. The original thirty WDBC 
properties are compared to the reduced one dimension in ICA. The classification 
accuracy using SVM was 97.47 percent, which is good. 
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